## 离线端到端语音识别数据结构说明

## 1神经网络计算功能开发

语音信号的字符概率计算是将语音特征数据进行端到端语音识别模型的前向深度神经网络计算，得到语音特征对应的字符后验概率。

神经网络计算模块是计算语音声学得分的重要模块，在提取语音特征后，将特征数据送入已训练好的端到端语音识别模型中，计算出字符的后验概率，作为语音的声学得分。

### 1.1神经网络组件开发

（1）**BaseComponent**类

BaseComponent是神经网络基类，包含了各种神经网络中通用的成员变量和成员函数。关键的成员变量中包括：

* m\_id：神经网络名称；
* m\_pplane:：指定该层神经网络的输入来自哪些层的神经网络；
* m\_pfmap：该层神经网络的输入矩阵指针，可以存在多个输入矩阵；
* m\_fmap：该层神经网络的输出矩阵。

关键的成员函数包括：

* FLOAT \* setparam(FLOAT \* param):

功能：读取并设置该层神经网络的模型参数。

形参：

param：读取二进制端到端语音识别模型的指针。

* Matrix<FLOAT> \* fprop():

功能：定义该层神经网络的计算方式，由于不同神经网络的输入类型和个数不同，需要重载该函数。

* Matrix<FLOAT> \* getfmap ():

功能：获取该层神经网络的输出矩阵指针。

* int setfmap (FLOAT \* source, int nrow, int ncol):

功能：读取并设置该层神经网络的输出矩阵。

形参：

source：数组指针，一维数组表示二维矩阵，行优先存储；

nrow：二维矩阵行数；

ncol：二维矩阵列数。

（2）**InputComponent**类

InputComponent类是BaseComponent类的子类。InputComponent是输入层，作为整个模型的第一层。该层无模型参数，无前向计算，只需要调用函数setfmap，将输入特征直接写入该层的输出矩阵。

（3）**ReluComponent**类

ReluComponent类是BaseComponent类的子类。ReluComponent是ReLU激活函数网络层，该层无模型参数。输入为x，输出为

（4）**TanhComponent**类

TanhComponent类是BaseComponent类的子类。TanhComponent是Tanh激活函数网络层，该层无模型参数。输入为x，输出为

（5）**MultiHeadAttComponent**类

MultiHeadAttComponent类是BaseComponent类的子类。MultiHeadAttComponent是标准Transformer中的多头注意力层，关键的成员变量包括：

* m\_weight\_q: query的变换矩阵W\_q；
* m\_weight\_k: key的变换矩阵W\_k；
* m\_weight\_v: value的变换矩阵W\_v；
* m\_weight\_o: output的变换矩阵W\_o；
* m\_bias\_q: query的偏置向量b\_q；
* m\_bias\_k: key的偏置向量b\_k；
* m\_bias\_v: value的偏置向量b\_v；
* m\_bias\_o: output的偏置向量b\_o。

计算过程参考文章《Attention Is All You Need》(https://arxiv.org/abs/1706.03762)。其构造函数的若干重要参数包括：

* qdim: query输入维度；
* kdim: key/value输入维度；
* nhead: 多头个数；
* isbias: 是否存在偏置向量。

MultiHeadAttComponent重载了前向计算函数fprop的接口，除了从上一层获得query之外，还需要另外输入key/value（key和value是相同的）。在线系统中编码器和解码器的自注意力层均使用MultiHeadAttComponent，编码器和解码器中自注意力层的key均是由上一层(LayerNormComponent)输出和历史块中的输出拼接得到，编码器和解码器的成员函数propagate定义如何选取历史块中的输出。

（6）**ConvComponent**类

ConvComponent类是BaseComponent类的子类。ConvComponent是二维卷积神经网络层，关键的成员变量包括：

* m\_weight: 多个卷积核拼接成的矩阵W；
* m\_bias: output的偏置向量b。

其中矩阵W的第一个维度等于输出通道数，第二个维度是输入通道数乘卷积核高度（时域）乘卷积核宽度（频域），向量b的长度等于输出通道数，计算过程参考pytorch教程（https://pytorch.org/docs/stable/nn.html?highlight=conv2d#torch.nn.Conv2d）。

ConvComponent构造函数的若干重要参数包括：

* in: 输入通道数；
* out: 输出通道数；
* kernel: 卷积核高度和宽度；
* stride: 卷积核高度和宽度方向移动的步长；
* pad: 对输入的二维矩阵首尾两端填充零的行数和列数；
* dilation: 空洞卷积核高度和宽度方向的间隙；
* isbias: 是否存在偏置向量。

ConvComponent前向计算采用im2col优化卷积运算，对于多通道的特征图，系统一律采用单个二维矩阵存储，矩阵的行代表特征图的时域（语音特征序列长度），矩阵的列代表特征图的频域（语音特征维度）乘通道数。

（7）**LinearComponent**类

LinearComponent类是BaseComponent类的子类。LinearComponent是全连接网络层，关键的成员变量包括：

* m\_weight: 参数矩阵W；
* m\_bias: output的偏置向量b。

输入为x，输出为

LinearComponent构造函数的若干重要参数包括：

* in: 输入通道数；
* out: 输出通道数；
* isbias: 是否存在偏置向量。

（8）**LogSoftmaxLinearComponent**类

LogSoftmaxLinearComponent类是BaseComponent类的子类。LogSoftmaxLinearComponent是全连接网络层和LogSoftmax网络层的组合，关键的成员变量包括：

* m\_weight: 参数矩阵W；
* m\_bias: output的偏置向量b。

输入为x，输出为

LogSoftmaxLinearComponent构造函数的若干重要参数包括：

* in: 输入通道数；
* out: 输出通道数；
* isbias: 是否存在偏置向量。

（9）**SoftmaxLinearComponent**类

SoftmaxLinearComponent类是BaseComponent类的子类。LogSoftmaxLinearComponent是全连接网络层和Softmax网络层的组合，关键的成员变量包括：

* m\_weight: 参数矩阵W；
* m\_bias: output的偏置向量b。

输入为x，输出为

SoftmaxLinearComponent构造函数的若干重要参数包括：

* in: 输入通道数；
* out: 输出通道数；
* isbias: 是否存在偏置向量。

（10）**PosFFComponent**类

PosFFComponent类是BaseComponent类的子类。PosFFComponent是标准Transformer中的前馈网络层，关键的成员变量包括：

* m\_weight\_1: 第一个参数矩阵W\_1；
* m\_weight\_2: 第二个参数矩阵W\_2；
* m\_bias\_1: 第一个偏置向量b\_1；
* m\_bias\_2: 第二个偏置向量b\_2。

输入为x，输出为

PosFFComponent构造函数的若干重要参数包括：

* in: W\_1的输入维度，W\_2的输出维度；
* inner: W\_2的输入维度，W\_1的输出维度。

（11）**EmbedComponent**类

EmbedComponent类是BaseComponent类的子类。EmbedComponent是词嵌入网络层，作为标准Transformer中解码器的第一层，负责将字符标签通过查表的方式转换为特征向量，关键的成员变量包括：

* m\_weight: 词嵌矩阵W。

EmbedComponent构造函数的若干重要参数包括：

* ndim: 特征向量维度；
* vnum: 词汇表大小。

（12）**KQVComponent**类

KQVComponent类是BaseComponent类的子类。KQVComponent是标准Transformer中自注意力网络层的部分计算，关键的成员变量包括：

* m\_weight\_q: query的变换矩阵W\_q；
* m\_weight\_k: key的变换矩阵W\_k；
* m\_weight\_v: value的变换矩阵W\_v；
* m\_bias\_q: query的偏置向量b\_q；
* m\_bias\_k: key的偏置向量b\_k；
* m\_bias\_v: value的偏置向量b\_v。

输入为x，输出为

KQVComponent构造函数的若干重要参数包括：

* qdim: query输入维度；
* kdim: key/value输入维度；
* isbias: 是否存在偏置向量。

（13）**LayerNormComponent**类

LayerNormComponent类是BaseComponent类的子类。LayerNormComponent是层归一化网络层，关键的成员变量包括：

* m\_weight: 权重向量；
* m\_bias: output的偏置向量；
* m\_eps: 精度值。

输入为，输出为

LayerNormComponent构造函数的若干重要参数包括：

* ndim: 输入/输出维度；
* eps: 输出通道数；
* isbias: 精度值，pytorch默认值1e-12。

（14）**ResidualComponent**类

ResidualComponent类是BaseComponent类的子类。ResidualComponent是残差连接网络层，该层无模型参数，输入为x和y，输出为

（15）**PosEncComponent**类

PosEncComponent类是BaseComponent类的子类。PosEncComponent是标准Transformer中的位置编码层，该层的模型参数是由正弦余弦函数计算得到的位置编码矩阵W={w\_ij}，该层无模型参数，输入为x={x\_ij}，输出为

PosEncComponent构造函数的若干重要参数包括：

* ndim: 输入/输出维度；
* maxlen: 最大长度，训练平台默认值5000，因此编码器降采样后特征序列的最大长度，以及解码器预测序列的最大长度均限制为maxlen。

（16）**LSTMCellComponent**类

LSTMCellComponent类是BaseComponent类的子类。LSTMCellComponent是长短时记忆网络层，关键的成员变量包括：

* m\_weight\_ih: 权重矩阵W\_i=[W\_ii, W\_if, W\_ig, W\_io]；
* m\_weight\_hh: 权重矩阵W\_h=[W\_hi, W\_hf, W\_hg, W\_ho]；
* m\_bias\_ih: 偏置向量b\_i=[b\_ii, b\_if, b\_ig, b\_io]；
* m\_bias\_hh: 偏置向量b\_h=[b\_hi, b\_hf, b\_hg, b\_ho]。

其中下标i, f, g, o代表输入门(input)、遗忘门(forget)、记忆单元(memory cell)和输出门(output)，计算过程参考pytorch教程（https://pytorch.org/docs/stable/nn.html?highlight=lstm#torch.nn.LSTM）。

LSTMCellComponent构造函数的若干重要参数包括：

* idim: 输入维度；
* ndim: 输出维度；
* nbias: 偏置向量个数，pytorch中LSTM的偏置向量个数是2，即b\_i和b\_h。

### 1.2神经网络模型开发

（1）**Encoder**类

Encoder类是组合BaseComponent类的上层类，提供对BaseComponent类的总体管控，控制进行网络参数的载入，神经网络计算的相关配置，以及调用不同的BaseComponent子类进行前向计算。Encoder是不同编码器神经网络的基类，关键的成员变量包括：

* m\_fmap: 存储Encoder输出的特征矩阵；
* m\_plane: 管理Encoder中所有BaseComponent类的指针。

关键的成员函数包括：

* Matrix<FLOAT> \* getfmap (): 获取存储Encoder输出的特征矩阵的指针；
* FLOAT \* setparam(FLOAT\* param): 从首地址param开始读取Encoder模型参数，继承的子类必须实现自己的读取模型参数顺序；
* void propagate(Encoder \* pGlobalEncoder, FLOAT \* feats, int len): 定义Encoder内部的神经网络前向计算，继承的子类必须实现自己的神经网络前向计算。

（2）**SelfAttEncoder**类

SelfAttEncoder类继承Encoder类，实现Speech Transformer中Encoder的前向计算。具体包括2层ConvComponent、1层PosEncComponent和N层Transformer block。计算过程参考文章《Improving Transformer-Based End-to-End Speech Recognition with Connectionist Temporal Classification and Language Model Integration》（https://www.isca-speech.org/archive\_v0/Interspeech\_2019/pdfs/1938.pdf）。关键的成员变量包括：

* m\_layer: Transformer block层数；
* m\_idim: 输入特征维度;
* m\_odim: 输出特征维度;
* m\_channel: 输出特征通道数，默认为1;
* m\_maxlen: 输出特征序列长度的最大值;
* m\_nhead: self-attention中的头个数;
* m\_inner: feed-forward中隐藏层维度;
* m\_filter1: 一次层CNN中卷积个数，默认为0时，卷积个数等于m\_odim;
* m\_filter2:第二层CNN中卷积个数，默认为0时，卷积个数等于m\_odim。

（3）**Decoder**类

Decoder调用BaseComponent类的上层类，提供对BaseComponent类的总体管控，控制进行网络参数的载入，神经网络计算的相关配置，以及调用不同的BaseComponent子类进行前向计算。Decoder是不同解码器神经网络的基类，关键的成员变量包括：

* m\_fmap: 指向Decoder输出的特征矩阵的指针；
* m\_fmap\_enc: 指向Encoder输出的特征矩阵的指针；
* m\_plane: 管理Decoder中所有BaseComponent类的指针；
* m\_odim: 解码器输出维度，即端到端模型建模单元个数；
* m\_endLabel: <eos>的id;
* m\_useBuff: 是否使用Buffer中存储的计算结果，减少冗余计算。

关键的成员函数包括：

* Matrix<FLOAT> \* getfmap (): 获取存储Decoder输出的特征矩阵的指针；
* FLOAT \* setparam(FLOAT\* param): 从首地址param开始读取Decoder模型参数，继承的子类必须实现自己的读取模型参数顺序；
* void propagate(Decoder \* pGlobalDecoder, Matrix<FLOAT> \* states, FLOAT \* newstate, int label, int step): 定义Decoder内部的神经网络前向计算，继承的子类必须实现自己的神经网络前向计算。
* FLOAT getprob(int label): 在调用一次前向计算后返回label对应的概率；
* int getStateSize ():返回解码器单个字符的前向计算时需要的生成的新状态大小；
* int getVocabularySize ():返回解码器建模单元的个数。

（4）**SelfAttDecoder**类

SelfAttEncoder类继承Decoder类，实现Speech Transformer中Decoder单个字符的前向计算。具体包括一层EmbedComponent、一层PosEncComponent、N层Transformer block和一层LogSoftmaxLinearComponent。计算过程参考文章《Improving Transformer-Based End-to-End Speech Recognition with Connectionist Temporal Classification and Language Model Integration》（https://www.isca-speech.org/archive\_v0/Interspeech\_2019/pdfs/1938.pdf）。关键的成员变量包括：

* m\_layer: Transformer block层数；
* m\_idim: 输入词向量维度;
* m\_kdim: Encoder的输出特征维度;
* m\_maxlen: 输出特征序列长度的最大值;
* m\_nhead: self-attention中的头个数;
* m\_inner: feed-forward中隐藏层维度。

（5）**CTC**类

CTC类负责解码过程中所有与CTC相关的功能，其中前缀分数的计算过程参考文章《Hybrid CTC/attention architecturefor end-to-end speech recognition》（https://ieeexplore.ieee.org/abstract/document/8068205）。成员变量包括：

* m\_idim: 输入特征的维度，一般等于Encoder输出特征的维度；
* m\_odim: 输出特征的维度，即CTC建模单元的个数；
* m\_blank: <blank>符号的id;
* m\_eos: <eos>符号的id;
* m\_length: 输入特征序列的长度；
* m\_isbias: 是否有偏置向量；
* m\_weight: 权重矩阵；
* m\_bias: 偏置向量；
* m\_posteriors：输入语音信号特征对应的字符后验概率分布。

重要的成员函数包括：

* FLOAT \* setparam(FLOAT\* param): 从首地址param开始读取CTC模型参数；
* void init (CTC \* pGlobalCTC, Matrix<FLOAT> \* input, FLOAT \* state): 由输入的特征矩阵input计算m\_posterior，并且初始化CTC前缀分数使用的内部状态state;
* void computeCTCPrefixScore(FLOAT \* state, Node \* node): 根据上一步CTC前缀分数的内部状态state和当前的节点node，计算在旧前缀后面扩展node.label时对应的新前缀分数;
* bool forceAlign(Node \* node, int \* align, FLOAT \* probs): 从节点node回溯识别的字符串，使用m\_posterior和维特比算法获得概率最大的对齐方式并存储在align中，每一帧对齐结果对应的概率存储在probs中。

（6）**E2EModel**类

E2Emodel类实现端到端模型的基类，其成员变量包括：

* m\_encoder: 管理Encoder类的指针；
* m\_decoder: 管理Decoder类的指针；
* m\_ctc: 管理CTC类的指针;
* m\_maxlen: Encoder和Decoder输出序列的最大长度。

重要的成员函数包括：

* FLOAT \* setparam(FLOAT \* param): 从首地址param开始读取端到端模型参数；
* void doEncoder(Encoder \* pGlobalEncoder, FLOAT \* feats, int len): 调用Encoder的propagate函数；
* void doDecoder(Decoder \* pGlobalDecoder, Matrix<FLOAT> \* states, FLOAT \* newstate, int label, int step): 调用Decoder的propagate函数;
* void resetDecoderBuffer (): 清空Decoder的Buffer；
* void initCTC(CTC \* pGlobalCTC, FLOAT \* state): 调用CTC的initCTC函数；
* void doCTCPrefixScore(FLOAT \* state, Node \* node): 调用CTC的computeCTCPrefixScore函数
* bool CTCForceAlign (Node \* node, int \* align, FLOAT \* probs): 调用CTC的forceAlign函数
* FLOAT getDecoderProb(int label): 返回当前解码器中label对应的概率。

其他的成员函数可以从字面直接理解其功能，这里不再赘述。

（7）**Transformer**类

Transformer类继承E2EModel类，它的Encoder和Decoder分别使用SelfAttEncoder和SelfAttDecoder。其构造函数接口中涉及的参数均与SelfAttEncoder和SelfAttDecoder有关。

（8）**LM**类

LM类是调用BaseComponent类的上层类，提供对BaseComponent类的总体管控，控制进行网络参数的载入，神经网络计算的相关配置，以及调用不同的BaseComponent子类进行前向计算。LM是不同语言模型的基类，关键的成员变量包括：

* m\_fmap: 存储LM输出的特征矩阵；
* m\_plane: 管理LM中所有BaseComponent类的指针；

关键的成员函数包括：

* Matrix<FLOAT> \* getfmap (): 获取存储LM输出的特征矩阵的指针；
* FLOAT \* setparam(FLOAT\* param): 从首地址param开始读取LM模型参数，继承的子类必须实现自己的读取模型参数顺序；
* void propagate(LM \* pGlobalLM, FLOAT \* prevstate, FLOAT \* newstate, int label): 定义LM内部的神经网络前向计算，继承的子类必须实现自己的神经网络前向计算。
* FLOAT getprob(int label): 在调用一次前向计算后返回label对应的概率；
* int getStateSize ():返回语言模型单个字符的前向计算时需要的生成的新状态大小；
* int getVocabularySize ():返回语言模型建模单元的个数。

（8）**LSTMLM**类

LSTMLM类继承LM类，实现基于LSTM的神经网络语言模型单个字符的前向计算。具体包括1层EmbedComponent、N层LSTMCellComponent和一层LogSoftmaxLinearComponent。关键的成员变量包括：

* m\_layer: LSTMCellComponent层数；
* m\_idim: 输入词向量维度;
* m\_odim: LM的输出特征维度，即建模单元个数;
* m\_ndim: LSTM内层状态的维度;
* m\_nbias: LSTM中使用的偏置向量个数，pytorch默认为2。

## 2 解码搜索功能开发

语音识别解码的目标是基于输入的语音信号，输出概率最大的文字串。在端到端语音识别引擎中，通过用户提供的端到端语音识别模型和语言模型，引擎内部将构建搜索空间并快速搜索出概率最大的文字串。

### 2.1 WFST构建功能开发

在本套端到端语音识别引擎中使用WFST时，默认使用的是基于CTC的端到端语音识别模型。在构建WFST时，需要用户提供端到端语音识别模型的建模单元列表，Arpa格式的语言模型。引擎提供脚本生成WFST，其中会依赖openFST。下面详细解释生成WFST的步骤。

（1）获取WFST的输入/输出列表

* get\_words\_from\_arpa.py <lm.arpa> <words.txt> <lexicon.txt> [<non-language-symbols.txt>]

该脚本从<lm.arpa>中读取1-gram，生成输出列表<words.txt>。<words.txt>形式如下：

<eps> 0

<unk> 1

…

#0 N

其中编号为0的<eps>和编号N的#0是openFST中默认的。编号1～N-1是用户自定义使用的词汇表。因为输出列表中删掉了<s>和</s>，增加了<eps>和#0，并且从0开始编号，所以N正好比1-gram的个数少一个。<eps>用于表示空字符，#0用于语言模型回退计算时的消歧。

同时生成拼写词典<lexicon.txt>。在中文端到端语音识别引擎中，拼写词典中的中文词语被拆成汉字串，英文单词被拆成字母串，中英混合的词语被拆成汉字和字母组合的字符串。在使用子词（e.g. BPE）的英文系统中，需要用户额外提供拼写词典，根据既定规则以唯一的方式将词语拆分成子词串。这里仅以中文端到端语音识别引擎为例，使用的<lexicon.txt>形式如下：

<unk> <unk>

wifi w i f i

无线 无 线

无线wifi 无 线 w i f i

…

其中<lexicon.txt>中第一列包含了<words.txt>中编号1～N-1词语，从第二列开始是按照拼写规则拆分词语的到的字符串（用空格间隔开）。表示非语言的词语，例如样例中的<unk>，不应该被拆分成字符串（< u n k >），需要在<non-language-symbols.txt>中申明。<non-language-symbols.txt>的格式如下：

<unk>

<noise>

…

如果不提供<non-language-symbols.txt>，则编号1～N-1词语全部被拆成字符串。

脚本还会生成列表units.txt，它是<lexicon.txt>从第二列开始出现的字符集合。将units.txt的编号删掉生成units.list。

* fix\_units.py <vocab.txt> <units.list> <units.fix.list>

由于units.list中的字符列表和提供的端到端语音识别模型的建模单元列表<vocab.txt>不同，脚本将取两个列表的交集得到<units.fix.list>，其中<vocab.txt>的字符在<units.fix.list>中排在前，且原始顺序不变。在<units.fix.list>的基础上在首位增加<eps>，在末尾增加消歧符号#0、#1 …，生成输入序列tokens.txt。tokens.txt形式如下：

<eps> 0

<blank> 1

<unk> 2

…

<eos> V

…

#0 N+1

#1 N+2

#2 N+3

…

其中编号为0的<eps>和从编号N+1开始的#0、#1、#2是openFST中默认的，编号为1的<blank>和编号为V的<eos>是基于CTC的端到端语音识别模型中默认的，编号1～V是端到端语音识别模型的建模单元。端到端模型中的建模单元实际应该从0开始编号，但需要把首位留给<eps>，所以WFST中输入字符的编号比端到端模型中对应字符的编号相差1。编号V+1～N的字符未被端到端模型采用，但被语言模型采用，依然参与构建WFST。但是在解码搜索过程中，端到端模型无法给出其分数，搜索路径不经过这些字符。

（2）构建CTC塌缩规则的WFST

* ctc\_token\_fst.py <tokens.txt> | fstcompile --isymbols=<tokens.txt> --osymbols=<tokens.txt> --keep\_isymbols=false --keep\_osymbols=false | fstarcsort --sort\_type=olabel > <T.fst>

首先通过ctc\_token\_fst.py生成FST的txt格式，再通过fstcompile编译为二进制格式，其中<T.fst>将基于CTC的端到端模型输出的序列塌缩为字符串，塌缩规则是先将连续相同的字符串塌缩为单个字符，再删除所有的<blank>字符，得到目标字符串。

（3）构建拼写规则的WFST

* perl -ape 's/(\S+\s+)(.+)/${1}1.0\t$2/;' < ${lexicon.txt} > ${lexiconp.txt}

首先在${lexicon.txt}的每个词条中加入拼写概率，默认为1.0。

* add\_lex\_disambig.pl ${lexiconp.txt} ${lexiconp\_disambig.txt}

然后在${lexiconp.txt}的某些词条中加入消歧符号。消歧符号从#1开始编号，#0留给语言模型使用。

* make\_lexicon\_fst.pl --pron-probs <lexiconp\_disambig.txt> | fstcompile --isymbols=<tokens.txt> --osymbols=<words.txt> --keep\_isymbols=false --keep\_osymbols=false | fstaddselfloops <in-disambig-list> <out-disambig-list> | fstarcsort --sort\_type=olabel > <L.fst>

最后由make\_lexicon\_fst.pl生成FST的txt格式，通过fstcompile编译为二进制格式，其中<L.fst>将塌缩后的字符串转换成可能的词语串。fstaddselfloops在<L.fst>中加入#0的自环，以供后续复合FST。

（4）构建语言模型的WFST

* arpa2fst <lm.arpa> | fstprint | eps2disambig.pl | s2eps.pl | fstcompile --isymbols=<words.txt> --osymbols=<words.txt> --keep\_isymbols=false --keep\_osymbols=false | fstrmepsilon | fstarcsort --sort\_type=ilabel > <G.fst>

首先通过arpa2fst生成FST的txt格式，其中eps边被改成#0，<s>和</s>被改成<eps>。然后通过fstcompile编译为二进制格式，其中<G.fst>给出输入词语串的语言模型概率。

（5）生成最终的WFST

* fsttablecompose <L.fst> <G.fst> | fstdeterminizestar --use-log=true | fstminimizeencoded | fstpushspecial | fstarcsort --sort\_type=ilabel > <LG.fst>
* fsttablecompose <T.fst> <LG.fst> | fstminimizeencoded | fstarcsort --sort\_type=ilabel > <TLG.fst>

首先使用fsttablecompose、fstdeterminizestar和fstminimizeencoded实现

生成的<TLG.fst>将CTC输出的序列转换为词语串，并赋予语言学分数。

* fstprint <TLG.fst> <TLG.int>
* WFST2Bin -txt <TLG.int> -in <tokens.txt> -out <words.txt> -bin <TLG.bin>

然后使用WFST2Bin将openFST格式的<TLG.fst>转为端到端语音识别引擎支持的二进制文件< TLG.bin>。

### 2.2 非流式语音帧同步解码功能开发

在本套端到端语音识别引擎中使用语音帧同步解码时，默认使用的是基于CTC的端到端语音识别模型（SelfAttEncoder）和基于N-gram的统计语言模型（WFSTNetwork）。语音帧同步解码的搜索空间由2.1中生成的TLG.bin决定，其中语言学分数来自TLG.bin中的转移边上的分数，声学分数来自端到端模型计算出的每一帧语音特征对应的字符后验概率。

（1） 搜索空间WFST相关内容在wfst/WFSTNetwork.h中，关键的结构体和类包括：

* **WFSTTransition**: 储存TLG.bin中的转移边，成员变量包括：
* id: 按照TLG.bin中转移边排序的id；
* toState: 转移边转向的状态id；
* weight: 转移边权重；
* inLabel: 转移边输入字符id，0表示<eps>；
* outLabel: 转移边输出字符id，0表示<eps>。
* **WFSTState**: 存储TLG.bin中的状态，成员变量包括：
  + start\_trans: 状态首个出边id（同一个状态的出边id连续）；
  + nTrans: 状态出边个数。
* **WFSTFinalState**: 存储TLG.bin中的终止状态，成员变量包括：
  + id: 状态id；
  + weight: 终止状态的分数。
* **WFSTNetwork**: 读取TLG.bin，管理输入字符、输出字符、状态和转移边。重要的成员变量包括：
  + inputAlphabet: 管理输入字符集合；
  + outputAlphabet: 管理输出字符集合；
  + initState: 起始状态id，默认为0。
  + nStates: 状态个数；
  + states: 管理状态集合；
  + nFinalStates: 终止状态个数；
  + finalStates: 管理终止状态集合；
  + finalStatesMap: 终止状态id对其结构体的映射，用于快速判断是否为终止状态；
  + nTransitions: 转移边个数；
  + transitions: 管理转移边集合。

重要的成员函数包括：

* + int getTransitions(WFSTTransition \*prev, WFSTTransition \*\*next): 从转移边prev得到指向的状态，再由状态得到所有出边的首地址next，返回出边个数；
  + real getFinalStateWeight( int stateIndex ): 返回终止状态的分数，若非终止状态返回最小值。
  + const char \* GetInLabel(int pos): 返回输入字符id对应的字符串；
  + const char \* GetOutLabel(int pos): 返回输出字符id对应的字符串。

（2） 搜索算法相关内容在wfst/WFSTDeocderCTC.h中，关键的结构体和类包括：

* **Token**: 记录在TLG.bin上传递的活跃令牌，成员变量包括：
  + trans: 对应转移边的指针；
  + prev: 同一帧下在网络中活跃令牌的链表指针；
  + acScore: 累计声学分数；
  + lmScore: 累计语言学分数；
  + score: 累计总分数；
  + istate: 记录从哪个状态过来的；
  + acPath: 记录输入序列（声学序列）路径的指针；
  + lmPath:记录输出序列（语言学序列）路径的指针。
* **Path**: 记录输入或输出序列（声学序列或语言学序列）路径，成员变量包括：
  + prev: 路径链表指针；
  + label: 输入字符id；
  + timestep: 出现的时间戳（帧数）。
* **WFSTDecoderCTC**: 实现帧同步解码算法的类，重要的成员变量包括：
  + m\_network: 加载了TLG.bin的WFSTNetwork的指针；
  + m\_model: 加载了端到端模型的E2EModel的指针;
  + m\_tokenList: 当前活跃令牌的链表头;
  + m\_bestToken: 当前分数最高的令牌;
  + m\_transTable: 查询转移边的哈希表;
  + m\_bestScore: 当前最高分数;
  + m\_normScore: 当前归一化分数;
  + m\_factor: 分数缩放因子，更大的值可以增加直方图剪枝精度;
  + m\_acWeight: 声学分数权重;
  + m\_lmWeight: 语言学分数权重;
  + m\_mainBeam: 基于当前最高分数，对活跃令牌剪枝的参数;
  + m\_odim: 端到端模型建模单元个数;
  + m\_hlength: 端到端模型输出语音特征序列的长度;
  + m\_blank\_penalty: 对CTC中<blank>概率的惩罚系数，e.g. 0.8指<blank>实数域概率乘以0.8;
  + m\_blank\_thresh: CTC中<blank>概率的阈值，e.g. 0.95指<blank>实数域概率超过0.95时，搜索路径只扩展<blank>符号；
  + m\_maxHyps: 当前允许的活跃令牌个数;
  + m\_hist: 直方图剪枝类，用于将活跃令牌裁剪到指定个数附近;
  + m\_result: 记录识别结果。

重要的成员函数包括：

* + void propagate(Token \* tok, int timestep, bool onlyBlk): 该函数基于timestep时刻的声学特征，将活跃令牌tok传递到其他转移边，过程中将生成一组新的活跃令牌。该函数以递归的形式进行，当传递到输入符号非<eps>时终止递归调用。若当前声学特征预测<blank>的概率超过m\_blank\_thresh，即onlyBlk为真，活跃令牌tok传递只能传递到输入符号为<blank>的转移边。
  + void propagate2final(Token \* tok): 该函数在所有声学特征上令牌传递结束后调用，将活跃令牌继续传递到终止状态。该函数以递归的形式进行，传递过程中转移边的输入符号只能是<eps>，即不再接受声学特征；
  + void start(E2EModel \* pGlobalModel, FLOAT \* feats, int len): 该函数读取语音信号特征的首地址以及长度，开始进行帧同步解码。若一次性输入所有语音信号特征，即认为是非流式解码；若后续还有语音信号特征要处理，则认为是流式解码。多线程之间使用同一个端到端模型，该模型参数通过pGlobalModel访问获取。首先，基于端到端模型计算输入语音信号特征对应的字符后验概率。然后，循环每一帧语音信号，调用propagate函数，传递活跃令牌，传递过程中会依据当前最高分数删除分数过低的令牌。处理完每一帧后会使用直方图剪枝限制当前活跃令牌的个数。最后，循环结束且后续无语音特征，调用propagate2final将所有活跃令牌传递到终止状态。
  + void finish(std::string featureName): 该函数在帧同步解码结束后对结果进行后处理。首先，从活跃令牌中选出分数最高的令牌，可以通过令牌上指向acPath的指针，或者指向lmPath的指针，以回溯的方式得到路径上的输入字符序列或输出字符序列。对于输入字符序列，需要通过塌缩规则的到最终的识别结果，而输出字符序列是经过分词后的识别结果。若需要获取每个输入字符对应的时间点，将会调用端到端模型中的CTC模块，使用维特比算法，实现识别结果和语音信号特征之间的强制对齐。

### 2.3 非流式字符同步解码功能开发

在本套端到端语音识别引擎中使用非流式字符同步解码时，默认使用的是基于编-解码器的端到端语音识别模型（Transformer）和基于RNN的语言模型（LSTMLM），其中端到端模型中仍保留CTC分支。字符同步解码的算法采用标准的束搜素算法（Beam Search），是一种基于前缀树的宽度优先搜索算法。在搜索空间动态扩展的过程中，通过限制每次拓展节点的个数，限制搜索空间的大小；解码器、CTC和语言模型对扩展的节点打分，根据分数排序的结果保留分数靠前的节点。

该解码算法实现过程中涉及关键的结构体或类包括：

* **Node**: 实现解码算法中的令牌类定义在search/node.h中，成员变量包括：
  + parent: 令牌父节点；
  + prev: 活跃令牌的链表指针;
  + label: 输出字符id;
  + score: 累计得分;
  + decScore: 当前节点端到端模型解码器得分;
  + ctcScore: 累计端到端模型CTC得分;
  + lmScore: 当前节点语言模型得分;
  + decMem: 当前节点端到端模型解码器内部状态;
  + ctcMem: 当前节点端到端模型CTC内部状态;
  + lmMem: 当前节点语言模型内部状态。
* **BeamSearch**: 实现字符同步解码的类定义在search/search.h中，重要的成员变量包括：
  + m\_root: 动态解码中前缀树的根节点，label对应<sos>，内部状态均为初始值；
  + m\_beamsz: 扩展前缀树时的最大节点个数;
  + m\_ctcBeamsz: 计算CTC分数时的最大节点个数;
  + m\_depth: 当前前缀树深度;
  + m\_maxDepth: 扩展前缀树的最大深度，限制识别结果字符个数;
  + m\_odim: 端到端模型建模单元个数;
  + m\_lmVocabsz: 语言模型建模单元个数，必须和m\_odim相等;
  + m\_hlength: 编码器输出声学特征序列的长度;
  + m\_dend: 判断是否满足继续扩展前缀树的条件，当前以<eos>结尾的最佳节点的分数减去所有以<eos>结尾的最佳节点的分数小于m\_dend时，不满足继续扩展前缀树的条件;
  + m\_toleration: 决定是否继续扩展前缀树的参数，当连续m\_toleration次不满足继续拓展前缀树的条件时，停止动态解码的过程;
  + m\_ctcWeight: CTC分数的权重，取值在[0, 1)，解码器分数的权重为1-m\_ctcWeight;
  + m\_lmWeight: 语言模型分数的权重;
  + m\_activeHypList: 当前活跃节点的链表头;
  + m\_endHypList: <eos>节点的链表头;
  + m\_bestEndScore: <eos>节点中的最大值;
  + m\_bestEndScores: 等深的<eos>节点中的最大值;
  + m\_forceEnd: 是否每轮强制拓展<eos>节点;
  + m\_bestPreEndScore: 在m\_forceEnd为真时，记录强制拓展<eos>节点中的最大值;
  + m\_bestPreEndHyp: 在m\_forceEnd为真时，记录强制拓展<eos>节点中分数最高的节点;
  + m\_forceAlign: 是否对识别结果强制对齐获取每个字符的时间点;
  + m\_silTreshold: 平滑字符时间点参数，取值（-∞, 0），阈值越高平滑效果越明显;
  + m\_first\_candidates: 对某个节点的所有子节点排序，筛选前m\_ctcBeamsz个节点;
  + m\_final\_candidates: 对当前拓展的节点排序，筛选前m\_beamsz个节点;
  + m\_getnbest: 输出多个候选结果个数;
  + m\_model: 加载了端到端模型的E2EModel的指针;
  + n\_lm: 加载了语言模型的LM的指针;
  + m\_vocab: 端到端模型使用的建模单元id到字符串的映射;
  + m\_result: 保存识别结果;
  + m\_nbest: ;保存多候选结果
  + m\_mlf: 保存识别结果中各个字符的时间点;
  + m\_timeReduction: 编码器对原始语音特征的采样倍数，e.g.，原始语音特征帧移10 ms，编码器输出特征帧移40 ms，采样倍数为4;
  + m\_speechSpeed: 每帧输入语音（10 ms），编码器最多输出的字符数目，e.g.，采样倍数为4时，每4帧（40 ms，对应编码器输出一帧），默认解码器最多输出一个字符，上限值m\_speechSpeed=0.25。中文环境下若每秒不超过10个字，即m\_speechSpeed=0.1。

重要的成员函数包括：

* + void start(E2EModel \* pGlobalModel, LM \* pGlobalLM, FLOAT \* feats, int len): 该函数读取语音信号特征的首地址以及长度，开始进行非流式字符同步解码。多线程之间使用同一个端到端模型和语言模型，模型参数分别通过pGlobalModel和pGlobalLM访问获取。首先，端到端模型的编码器进一步对输入语音信号特征编码，得到新的特征序列。如果m\_ctcWeight > 0，CTC模块计算输入语音信号特征对应的字符后验概率，为后面计算CTC分数做准备。然后，循环扩展前缀树的每一层。在循环内部，算法遍历当前层的活跃节点，每个活跃节点扩展出新的节点，并且调用解码器、CTC和语言模型计算新节点的分数。剪枝时，要求每个活跃节点扩展的节点数不超过m\_ctcBeamsz，整层拓展的活跃节点数不超过m\_beamsz。该层节点拓展结束后，若不满足继续拓展前缀树的要求，则停止循环。
  + void finish(std::string featureName): 该函数在字符同步解码结束后对结果进行后处理。首先，从<eos>节点中选出分数最高的节点，可以通过节点上指向父节点的指针，以回溯的方式得到识别结果。若需要输出多候选，对分数排序前N的<eos>节点进行回溯，的到多候选结果。若需要获取每个输入字符对应的时间点，将会调用端到端模型中的CTC模块，使用维特比算法，实现识别结果和语音信号特征之间的强制对齐。
  + void retrieveStates(Node \* node, Matrix<FLOAT> & states): 端到端模型的解码器在计算新扩展的子节点分数时，需要回溯当前节点node到根节点m\_root的所有历史状态，并存储到states中。设计该函数可以避免端到端模型解码器中的冗余计算，最小化存储历史状态所需的空间。

### 2.4 热词功能开发

本识别引擎提供的热词功能基于WFST，是基于3.3.2所述解码功能的扩展。热词功能是指提高用户定义的若干词条识别准确率的一种算法。实现方法分为以下两步：首先，将用户提交的若干词条编译为WFST；然后，识别引擎加载热词WFST干预识别。

（1）编译热词WFST

* buildKWFST -inbfsm <base.bin> -key <keywords.txt> -outbfsm <kw.bin>

用户提供的<keywords.txt>包括若干词条，其形式可以是词语、短语、中英混合词语、集外词，无数量限制，不区分英文大小写（统一转为小写）。用户可以给每个词条赋予非零的整数作为权值（空格间隔）。正整数表示用户希望识别结果中出现该词条，负整数表示不希望出现该词条。不指定分数时默认该词条的权值为1。样例如下：

无线宽带

无线wifi 1

无限 -1

它表示用户希望识别出“无限宽带”和“无线wifi”，权值为1；希望不识别出“无限”，权值为-1。编译<kw.bin>时还需要提供解码使用的<base.bin>，即3.3.2中提到的TLG.bin。通过<base.bin>输出字符集合对词条分词。<kw.bin>的功能是接收任意的词语串，当词语串中包含<keywords.txt>中的词条，返回非零的分数。热词WFST的示意图如下：

![](data:image/png;base64,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)

（2） 热词WFST干预识别

在3.3.2基础上增加热词功能，涉及到的关键结构体和类包括：

* **RescoreToken**: 在wfst/WFSTDecoderCTC.h中定义了结构体，成员变量包括：
* next: RescoreToken的链表指针;
* id: 输出字符id;
* score: 累计分数；
* omitedlmScore: score中从<base.bin>上累计获取的分数。
* **TokenHotWord**: 在wfst/WFSTDecoderCTC.h中重新定义了结构体，与**Token**相比新增了以下成员变量：
* rescoreTokenList: RescoreToken的链表头;
* nActiveRescoreHyps: RescoreToken链表中的活跃令牌数;
* bestRescore: RescoreToken链表中活跃令牌分数的最大值。
* **WFSTDecoderCTCHotWord**: 在wfst/WFSTDecoderCTC.h中继承父类**WFSTDecoderCTC**，其中成员变量增加了：
* m\_rescoreNetwork: 加载了<kw.bin>的WFSTNetwork;
* m\_keyWeight: RescoreToken.score计入TokenHotWord.score的权值;
* m\_lmScoreOmit: TokenHotWord.lmScore计入RescoreToken.score的权值。

新增重要的成员函数包括：

* void propagateRescoreToken: 当propagate函数中令牌传递到输出字符不为<eps>的转移边时，调用该函数，将令牌上绑定的子令牌在热词WFST传递。该函数以递归的形式进行，当传递到输入符号非<eps>时终止递归调用。

在热词干预识别过程中，每条搜索路径满足如下性质：命中热词部分的分数为 m\_acWeight \* acScore + m\_lmWeight \* (1-m\_lmScoreOmit) \* lmScore + m\_keyWeight \* bestRescore；未命中热词部分的分数为m\_acWeight \* acScore + m\_lmWeight \* lmScore。通过这种设计方式，提升热词识别的准确率，并且不影响非热词识别的准确率。

### 2.5多候选和置信度功能开发

本引擎提供了多候选和置信度功能开发。分别支持在解码过程中提供多个候选识别结果，每个候选结果进行置信度打分，并最终根据置信度得分对多个候选结果进行排序。

主要实现的思路则是在识别进行到最终阶段时，根据还处于活跃状态的hyps分别进行打分，并且根据所需要的多候选结果数目，保留得分最高的N个hyps作为多候选结果。此外，考虑到本引擎使用了WFSTCTC方式进行解码，可能会存在多个hyps对应同一个文本识别结果的情况，根据这种情况对hyps进行合并，并最终返回识别结果。

本功能所使用的到类和变量有：

在WFSTDecoderCTC.h

m\_Nbest：多候选结果的数目

m\_mlf：储存多个候选文本结果的指针

m\_mlf\_start：储存多个候选结果起始时间点的指针

m\_mlf\_end：储存多个候选结果终止时间点的指针

m\_mlf\_prob：储存多个候选结果似然度得分的指针

m\_confidence：储存多个候选结果置信度得分的指针

m\_result\_hist：对多候选识别结果进行直方图剪枝的对象

get1best：判定是否多候选为1，也就是不进行多候选操作

本功能所额外需要或改动的函数有：

WFSTDecoderCTC.cpp:

void propagate2final(Token \* tok, bool getmid)：令牌传递的最终状态，在本状态中将活跃的所有hyps存入直方图，并进行直方图剪枝获取Nbest结果

void finish()：最终处理多候选结果，将其整理成外部接口所需要的形式，包括文本结果，时间点，置信度等多个信息。

void updataCands( Token\* in)：多候选结果处理，用于合并对应相同文本结果的不同hyps。并对合并之后的结果进行排序，确保排名第一的候选结果和不做多候选的识别结果相吻合。

void WFSTCTCForceAlign(list<int> hyp, list<int> timestep\_list, int candsNum)：

对多候选结果进行逐条处理，分别得到每个候选结果的时间点，文本结果和置信度。

WFSTDecoderCTC.h

std::string getresults(int i)：返回第i个多候选结果

std::vector<int>\* getmlfStart(int i)：返回第i个多候选结果的起始时间的点

std::vector<int>\* getmlfEnd(int i) ：返回第i个多候选结果的结束时间点

std::vector<std::string>\* getmlfWord(int i) ：返回第i个多候选结果的文本信息

std::vector<FLOAT>\* getmlfProb(int i) ：返回第i个多候选结果的似然度

FLOAT getconfidence(int i) ：返回第i个多候选结果的置信度打分

int getCandNum()：返回多候选结果的总数

E2EEngine.cpp:

WordResult\* GetE2EResult()：进一步将多候选结果整理成WordResult结构体指针的形式。